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1 Introduction

This article describes a class of finite-difference schemes to approximate the
solution of one-factor models in risk management applications. In particular,
we apply so-called fitted difference schemes to European options. The proposed
schemes do not suffer from the well-documented spurious oscillation problems
that are seen in standard ’recipe-type’ schemes. The schemes that we employ
have been around since the early 1950’s and were quite successful in fluid dy-
namics applications but were discarded because of the difficulty that human
computers had in calculating the terms in the schemes. Other finite difference
schemes (such as the famous Crank-Nicholson method) gained favour in that
period and it would seem that most finite difference schemes in the financial risk
literature use Crank-Nicholson or some variation thereof. The objective of this
article is to show that the Crank-Nicholson method produces so-called spurious
oscillations in the value of the derivative quantity and its sensitivities (such as
the delta and gamma). We prove both mathematically and experimentally that
these oscillations occur in Black-Scholes type equations with small volatility,
large drift factor (or both). The oscillations are caused when centred differenc-
ing is used to approximate first-order derivatives in the underlying variable. The
problem is resolved by the so-called monotone (exponentially fitted) difference
schemes.

We structure this article as follows: in section 2 we give an overview of why
we are using the finite difference method and what the alternative numerical
techniques are. Section 3 lays the mathematical foundations for the derivatives
whose behaviour can be described as parabolic initial boundary value problems
(the so-called continuous problem). We take a partial differential equation ap-
proach and to this end we describe the behaviour of derivatives without having
to resort to techniques such as Laplace and Fourier transforms, reduction to
a simpler partial differential equation or Monte Carlo methods. Our feeling is
that transforming the partial differential equation to some other form introduces
new difficulties. We are interested in discovering and applying finite difference
methods to the original partial differential equations and we wish to emulate
the properties of the original continuous equations by the corresponding dis-
crete ones. For the purposes of this article, we consider the maximum principle
to be essential. This principle states that a problem with non-negative initial
and boundary conditions has a solution with non-negative values. Finally, we
discuss the different kinds of boundary conditions that we encounter in risk ap-
plications.

Section 4 is a critique of classical (’recipe-type’) finite difference schemes and
their application in risk. We discuss how these schemes deal with stability proofs
and why they become unstable when the volatility is small or when the drift
factor is large. We distinguish between semi-discrete schemes (in which the un-
derlying variable is discretised and the time variable is kept continuous) and
fully discrete schemes (where all variables are discrete) so that we can pinpoint
when spurious oscillations occur and what the cause of these oscillations is. We
shall see in particular that some popular classical schemes fail to satisfy a so-



called discrete variant of the maximum principle. Section 4 also introduces the
so-called class of exponentially fitted schemes (see Doolan 1980) that will form
the basic building blocks for the material in section 5.

Section 5 introduces a new class of robust and accurate finite difference methods
for solving Black-Scholes equations. These methods are compared with classi-
cal centred-difference schemes (in particular, the Crank-Nicholson scheme). We
first of all discretise in the space dimension in order to produce a so-called semi-
discrete scheme. This scheme is equivalent to a system of first-order ordinary
differential equations (ODES) with given initial conditions. We give necessary
and sufficient conditions for the solution to be stable and non-oscillating. Once
the semi-discrete scheme has been defined it can now be discretised in time by
several time-stepping schemes such as Runge-Kutta, Crank-Nichsolson and the
fully implicit scheme (see Crouzeix 1975).

Section 6 deals with the problem of approximating the derivatives of the so-
lution of parabolic initial boundary value problems. In particular, we discuss
how the various difference schemes approximate the option sensitivities (such
as delta, gamma and rho). We shall see that large oscillation occur with the
Crank-Nicholson method, especially when the option is at the money. There are
no oscillations in the approximations to the greeks when the fitted method is
used. An interesting way to approximate the option price and its delta directly
is to convert the Black Scholes equation to a first order system and apply the
so-called box scheme (see Keller 1970). This scheme avoids the oscillations that
are found in the CN scheme, has second order accuracy and can be applied to
problems with Robins boundary conditions.

Section 7 discusses the numerical implementation of the fitted schemes and how
they compare with classical schemes such as Crank Nicholson.

2 Background and Assumptions

The Black Scholes equation was discovered in 1973 and since that time it has
been used as a standard pricing formula for different kinds of options. The
assumptions underlying this famous formula do not always hold and the original
equation has been generalised to accommodate many new kinds of options. This
means that an exact solution to the corresponding equation cannot always be
found and we must then resort to approximate methods. The most popular
techniques are:

Reduction of the equation to a simpler form (Wilmott 1993)
Monte Carlo and quasi Monte Carlo methods (Boyle 1977)
Binomial and trinomial methods (Cox 1985)

Reduction to other forms by means of Fourier transforms, for exam-
ple (Carr 1998)

While each of the above approaches has its advantages and disadvantages we
prefer to approximate the partial differential equations that model option prices
by finite difference methods. Our reasons for taking this approach are:



The methods have a long history going back to the eighteenth cen-
tury

They have a sound theoretical and mathematical basis

They are flexible and can be applied to many types of pricing prob-
lems

They can be easily programmed on a digital computer

Finite difference methods have been used by pure mathematicians to prove
existence and uniqueness to solutions of boundary value problems. In the 1950’s
the methods proved to be of interest in their own right when engineers started to
use them to solve engineering and scientific problems. The number of application
areas is too great to enumerate but we mention a few: chemical reaction theory,
fluid mechanics, semiconductor device modelling and magnetohydrodynamics.
Our objective in this article is to show how finite difference methods can be
applied to approximating the Black Scholes partial differential equation and its
generalisations. In particular, we prove both mathematically and by numerical
experiment that these methods are accurate, robust and are easy to design
and to implement. Furthermore, we compare and contrast so-called classical
difference schemes with a new family of difference schemes that perform well
even when the parameters of the Black Scholes equation take on large and small
values.

2.1 Critique of Finite Differences for Pricing Model

The application of finite difference theory is gaining in popularity in the finan-
cial world. The fact that many derivative types can be described unambiguously
by partial differential equations or PDEs as they are sometimes called (such as
the one-factor and multi-dimensional Black Scholes equations) has led a num-
ber of researchers and practitioners to investigate the possibilities of applying
well-known finite difference schemes to such PDEs. The basic idea is easy to
comprehend: just replace the continuous derivatives in the PDE by divided dif-
ferences and solve the corresponding matrix system at each time level. The
theory of PDE and finite differences goes as far back as the nineteenth cen-
tury (and maybe even earlier!) and a number of branches of mathematics have
grown around these. A number of such schemes have been applied to pricing
problems and are the subject of some debate and research. Early sources are
the textbooks by Hull, Wilmott and others (see Hull 1993, Wilmott 1993). The
two main attention points with finite difference schemes are:

Proving that the difference scheme is stable (in some sense)
Proving that it converges to the true solution of the PDE

Most authors use the classic von Neumann amplification factor method to prove
stability. This is a well-known technique but strictly speaking it can only be ap-
plied for PDEs with constant coefficients (thus not Black Scholes) and secondly
it becomes difficult to prove stability for more complicated problems (see Zvan
1997). Furthermore, invoking the famous Lax equivalence theorem proves con-
vergence to the exact solution of the PDE. This theorem states that under



certain conditions stability of a difference scheme is the only requirement for
convergence (see Richtmeyer and Morton 1967). Unfortunately, 'real-life’ PDEs
are notoriously difficult to solve numerically and the Lax theorem is not of much
help. The problems that are we are faced with are numerous but we give a list
of the main issues that must be resolved if we are to be successful in producing
robust and reliable schemes:

- We need new techniques for proving stability of schemes that approximate
PDEs having non-constant, nonlinear and discontinuous coeflicients. Further-
more, these techniques must be able to handle Dirichlet, Neumann and mixed
boundary conditions.

- Higher-order PDEs may degenerate into lower-order PDEs under certain cir-
cumstances (for example, with exponentially decaying volatilities or large drift
factors in the Black Scholes equations). We describe these equations as being
of singular perturbation type and these have been studied in great detail, both
theoretically and numerically (see Vishik 1957, Doolan 1980, Duffy 1980).

- A number of finite difference schemes are too elaborate or complicated. For ex-
ample, numerical schemes that are nonlinear in nature while the corresponding
PDEs are linear deserve special attention because they may be ’overkill’ in our
opinion. Finally, many difference schemes use advanced direct and iterative ma-
trix techniques to solve the discrete system of equations. This is again overkill
because tridiagonal matrix systems can be solved by more efficient methods.

The objective is to show how to define robust and reliable difference schemes
for the Black-Scholes equation and its generalistions while avoiding some of the
pitfalls of classical finite difference schemes. Much of this work is based on the
author’s research in the area of numerical analysis.

3 The Continuous Problem

We introduce the basic set of equations that model the behaviour of a class of
derivative products. In particular, we model derivatives that are described by
so-called initial boundary value problems of parabolic type (see II'in 1962). To
this end, consider the general parabolic equation

_ - (92’U, n 8u au
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where the functions a;j,b;,c and f are real and take finite values, a;; = a;;, and

n
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i,j=1

In (2) the variable x is a point in n-dimensional space and ¢ is considered to be
a positive time variable. Equation (1) is the general equation that describes the



behaviour of many derivative types. For example, in the one-dimensional case
(n = 1) it reduces to the famous Black-Scholes equation (see Black 1973)
1 2
0O (r - D) O v =0 3)
where V is the derivative type, S is the underlying asset (or stock), o is the
constant volatility, r is the interest rate and D is a dividend. Equation (3) can
be generalised to the multivariate case

aVJrn( —Dj) Jr Zp 0,0, 0V =rV (4)
ot* = S 88 Pt 1191955 05;05; 08,
(see Bhansali 1998). This equation models a multi-asset environment. In this
case o; is the volatility of the ith
i and j. In this case we see that the local change in time (namely the factor
is written as the sum of three terms:

asset and p;; is the correlation between assets
av
o)

Interest earned on cash position

j=1
Gain from dividend yield
- ov
Z D;Si5g (6)
Jj=1
Hedging costs or slippage
0%V
Z PijOi0; 95,05, (7)

1,5=1

Our interest in this article is in discovering and documenting robust numerical
schemes that produce reliable and accurate results irrespective of the size of
the parameter values in (4). We restrict ourselves to the single-factor case (n =
1). Multi-factor models and their numerical approximations by finite difference
methods will be discussed elsewhere. Equation (1) has an infinite number of
solutions in general. In order to reduce this number to one, we need to define
some constraints. To this end, we define so-called initial condition and boundary
conditions for (1). We achieve this by defining the space in which equation (4)
is assumed to be valid. Since the equation has a second order derivative in x
and a first order derivative in ¢ we should expect that a unique solution can be
found by defining two boundary conditions and one initial condition (we must
mention that risk applications tend to work with so-called terminal conditions
while researchers in science and engineering tend to work with initial conditions).
In general, we note that there are three types of boundary conditions associated
with equation (1) (see II'in 1962). These are:



First boundary value problem (Dirichlet problem)
Second boundary value problem (Neumann,Robins problems)
Cauchy problem

The first boundary value problem is concerned with the solution of (1) in a
domain D = QX(0,7) where € is a bounded subset of R and 7 is a positive
number. In this case we seek to find a solution of (1) satisfying the conditions

ult=0 = p(x) (initial condition)
ulr = ¢ (z,t) (boundary condition) (8)

where T is the boundary of 2 . The boundary conditions in (8) are sometimes
called Dirichlet boundary conditions. These conditions arise when we model sin-
gle and double barrier options in the one-factor case (see Topper 2000). They
also occur when we model European options. The second boundary value prob-
lem is similar to (8) except that instead of giving the value of u on the boundary
I" the directional derivatives are included, as seen in the following specification:

(g—z + a(x7t)u> Ir =1(z,1) (9)

In this case a(z,t) and ¥ (x,t) are known functions of z and ¢, and 3% denotes
the derivative of u with respect to the outward normal n at I' . A special case
of (9) is when a(z,t) = 0 ; then (9) represents the so-called Neumann boundary
conditions. These occur when modelling certain kinds of put options. Of course
(9) should be augmented by an initial condition similar to that in equation (8).
Finally, the solution of the Cauchy problem for (1) in the strip R"X (0,7 is
given by the initial condition

uli—o = p(x) (10)

where () is a given continuous function and u(z,t) is a function that satisfies
(1) in R"X(0,T) and satisfies the initial condition (10). This problem allows
negative values of the independent variable x = (x1,...,2,). A special case of
the Cauchy problem can be seen in the modelling of one-factor European and
American options (see Wilmott 1993) where z is represented by the underlying
asset S. Boundary conditions are given by values at S = 0 and S = oo. For
European options these conditions are:

C(0,t) =0
C(S,t)—S as S—ox (11)

Here C (the role played by u in equation (1)) is the variable representing the
price of the call option. For European put options, on the other hand the bound-
ary conditions are:

P(S,;t) — 0 as S — 00 (12)



Here P (the role played by u in equation (1) is the variable representing the price
of the put option, K is the strike price, r is the risk-free interest rate, T is the
time to expiry and t is the current time. In practice, we see that many articles
solve European options problems numerically by assuming a finite domain, that
is one in which the right-hand boundary conditions in (11) and (12) are defined
at large but finite values of S.The rest of this article concentrates on one-factor
models and we adopt the notation that is used in engineering and scientific
applications. For example, the variable ¢ = T — t* is used as the independent
time variable while risk researchers tend to work with the variable ¢* in their
equations. Thus, financial engineers should be aware of the fact that we are
solving initial boundary value problems rather than terminal boundary value
problems. Thus, from this point on we assume the following ’canonical’ form for
the operator L in equation (1):

2

ou 0%u ou
Lu:—a +U($’t)@+M($’f)a*x+b($at)uzf(l‘,t) (13)

where o, and b are known functions of z and t. We place no continuity or
boundedness conditions on them for the moment.

3.1 The Maximum Principle for Parabolic Equations

We now introduce a number of key results that describe how possible solutions
of (1) (and its one-factor equivalent subcase (13)) behave in the domain of in-
terest. In particular, we discuss the continuous maximum principle that states
the conditions under which the solution of (1) remains positive when its corre-
sponding initial and boundary conditions are positive. Let D = QX(0,T") and
let D be its closure. The following results are proved in II'in 1962 and their
discrete equivalents will be introduced in sections 4 and 5.

Theorem 1 Assume that the function u(x,t) is continuous in D and assume
that the coefficients in (13) are continuous. Suppose that Lu < 0 in D\I" where
b(x,t) < M (M is some constant) and suppose furthermore that u(x,t) > 0 on
I'. Then

u(z,t) >0 in D.
This theorem states that positive initial and boundary conditions lead to a posi-

tive solution in the interior of the domain D. This has far-reaching consequences
as we shall see later in this article.

Theorem 2 Suppose that u(x,t) is continuous and satisfies (13) in D\I' where
f(z,t) is a bounded function (|f| < N) and b(z,t) < 0. If |u(z,t)|r < m then

lu(z,t)| < Nt+m in D (14)

We can sharpen the results of Theorem 2 in the case where b(z,t) < by < 0. In
this case estimate (14) is replaced by

lu(z,t)] < max{biv,m} (15)



Proof: Define the so-called ’barrier’ function w*(z,t) = N; & u(z,t) where
Ny = max{_biv,m}. Then w* > 0 and Lw®* < 0.
By Theorem 1 we deduce that w* > 0 in D. The desired result follows.

The inequality (15) states that the growth of w is bounded by its initial and
boundary values. It is interesting to note in the special case b = 0 and f = 0
that we can deduce the following maximum and minimum principles for the
heat equation and its variants.

Corollary 1 Assume that the conditions of Theorem 2 are satisfied and that
b=0 and f =0. Then the solution u(x,t) takes its least and greatest values on
I, that is

my = min u(x,t) < u(z,t) < maz u(z,t) =ms

The results from Theorems 1 and 2 and Corollary 1 are very appealing: you
cannot get negative values of the solution w from positive input. We shall pro-
duce similar results for the finite difference analogues of the operator L in (13)
and we shall show how it is possible to prove stability by a discrete maximum
principle without having to resort to the more restricted von Neumann stabil-
ity technique. We now conclude this section with a result that is of particular
importance when we are interested in proving positivity of the solutions of (13)
in unbounded domains, for example, European and American option problems.

Theorem 3 (Mazimum principle for the Cauchy problem)

Let u(x,t) be continuous and bounded below in H = R"X (0,T), that is u(x,t) >
—m,m > 0. Suppose further that u(x,t) has continuous derivatives in H up to
second order in x and first order in t and that Lu < 0. Let o, u and b satisfy

o, 1)] < M(z? +1)
|p(z,t)] < MVx2 +1
blz,t) <M

Then u(x,t) > 0 everywhere in H if u >0 fort = 0.

We can apply Theorem 3 to the one-factor Black-Scholes equation (3) in order
to convince ourselves that the price of an option can never take negative values.

3.2 Some Special Cases

This article focuses on a specific problem, namely the one-factor generalized
Black-Scholes equation with initial condition and Dirichlet boundary conditions.
Define Q2 = (A, B) where A and B are two real numbers.

The formal statement of the problem is:

10



Find a function u : D — RY(D = QX (0,7T)) such that

2
Lu=-241 a(x,t)@ + u(x,t)@ +b(x,t)u = f(x,t) in D (16)

ot 0x? ox
u(z,0) = p(z), v € Q (17)
U(A,t) = go(1), U(B’t) =0 (t)’ te(0,7) (18)

The initial-boundary value problem (16)-(18) is very general and it subsumes
may specific cases from the risk literature (in particular it is a generalization of
the original Black-Scholes equation).

In general, the coefficients o(x,t) and p(z, t) represent volatility (diffusivity) and
drift (convection), respectively. Equation (16) is called the convection-diffusion
and it has been the subject of much study. It serves as a model for many kinds of
physical and economic phenomena. Much research has been carried out in this
area, both on the continuous problem and its discrete formulation (for example,
using finite difference and finite element methods). In particular, research has
shown that standard centred-difference schemes fail to approximate (16)-(18)
properly in certain cases (see Farrell 2000). The problems are well-known in
the scientific and engineering worlds. Some risk modelers apply finite difference
schemes in a 'cookbook’ fashion without being aware of the fact that standard
schemes do not always work well for convection-diffusion equations. Another
source of problems is that many textbooks do not tackle (16)-(18) head-on but
instead content themselves with devising finite difference schemes for the heat
equation. Classical schemes perform well in this latter case but they cannot be
extrapolated to the convection-diffusion equation. We aim to show that classical
finite difference method do not always produce good results for (16)-(18)) and
why these schemes are not good. Furthermore, we devise a family of robust and
accurate finite difference schemes for this problem.

We now investigate some special limiting cases in the system (16)-(18). One
particular case is when the function o(x,t) tends to zero as a function of = or ¢
(or both). The classic Black Scholes equation assumes that volatility is constant
but this is not always true in practice. For example, the volatility may be time-
dependent (see Wilmott 1993). In general, the volatility may be a function of
both time and the underlying variable. If the volatility is a function of time
only then an explicit solution can be found but an explicit solution cannot be
found in more complicated cases. We note the so-called exponentially declining
volatility functions (see van Deventer 1997) as given by the formula

o(t) = gge”T=D (19)

where g and « are given constants.

Having described situations in which the coefficient of the second derivative in
equation (16) can be small or tend to zero we now discuss what the mathemat-
ical implications are. This is very important in general because finite difference
schemes must be robust enough to model the exact solution in all extreme cases.
Setting o to zero in (16) leads us to a formally first-order hyperbolic equation
ou

Y e )2 4 bty = f(x,t) (20)

0
L1u = —E ax

11



Since the second derivative in x is not present in (20) we conclude that only
one boundary condition and one initial condition is needed in order to specify
a unique solution (see Friedrichs 1958, Duffy 1977). But the question is which
boundary condition in (18) should we choose? In order to answer this question
we must define the so-called characteristic lines associated with equation (20)
(see Godounov 1979, Godounov 1973). These are defined as lines that satisfy
the ordinary differential equation

dx

i 21
iy (21)
The lines have positive or negative slope depending on whether u has negative or
positive values. In general, it can be shown (see Friedrichs 1958) how to discover
the ’correct’ boundary condition for (20):

u(A,t) = go(t) if w<0
u(B,t) = g1(t) if u>0 (22)

We see that one of the boundary conditions in (18) is superfluous and this
situations leads to the well-known boundary layer phenomenon that is seen in
fluid dynamics problems (See Vishik 1957 for a fundamental analysis of ordinary
and partial differential equations in which the coefficient of the highest-order
derivative is small or tends to zero as t — o).
We thus see that as ¢ — 0 that we cannot hope to satisfy both boundary
conditions in (18). The presence of the resulting boundary layer causes major
problems for classical finite difference methods because these are unable to cope
with the approximation of the exact solution in the boundary layer itself. We
shall quantify this in more detail in section 4. In general, we say that system
(16)-(18) is of singular perturbation type when either o is small or u is large.
We sometimes say that the system is convection-dominated in the latter case.
Another special case in (16) is when g — 0 (or is zero). The resulting equation
is similar to the heat equation and it can be reduced to the heat equation
by a clever change of variables (see Wilmott 1993). This is a well-documented
equation and classical difference schemes approximate it well. The challenge in
this article however, is to devise finite difference schemes that work under all
conditions irrespective of the values of the parameters in equation (16).
We finish this section with a remark that the above discussion can be applied
to two-factor models of the form:
2 2

—%+01%+02%+H1%+M2%+bu:f (23)
This equation occurs when modeling two-factor Gaussian term structures (see
Levin 2000). In this case o7 is the short-rate volatility constant, os is the long
yield volatility and pq, pe are given in terms of other known parameters. The
reduced equation is given by

ou ou ou

—E‘i‘m%-ﬂizaﬁy—i—bu:f (24)

12



with the resulting loss of boundary conditions. Equation (24) is called hyperbolic
(in the sense of Friedrichs 1958). Classical difference schemes will be no better at
approximating equations (23) and (24) than in the one-dimensional case; again,
robust methods are needed. A discussion of such methods is beyond the scope
of this article.

4 Finite Difference Methods for Risk Manage-
ment: Motivation

This section deals with numerical methods for what could be called the "time-
independent’ Black-Scholes equation. This is the Black-Scholes equation with
the dependencies on time removed. This is in fact a so-called two-point bound-
ary value problem. There are three reasons for taking this approach. First, it is
easier to solve than the full-blown Black-Scholes equation and we can motivate
how and why classical difference schemes do not always work when the coeffi-
cient of the first derivative is large. In particular, we can predict when bounded
and unbounded oscillations in the approximate solution occur. Second, we in-
troduce and motivate a class of so-called ’fitted’ difference schemes that are
unconditionally stable and converge to the exact solution of the corresponding
two-point boundary value problem. Furthermore, the fitted schemes never oscil-
late. Finally, the fitted schemes will be adapted to solve the full Black-Scholes
equation by first discretising in the direction of the underlying S (the so-called
semi-discrete scheme) and then in the time direction (using time-stepping meth-
ods such as Crank-Nicholson and Runge-Kutta). The corresponding scheme is
unconditionally stable and convergent and no oscillations are to be found (the
proof of these results is to be found in Duffy 1980). This means that the method
works regardless of the size of the volatility, value of the underlying or interest
rate.

It is interesting to note that fitted methods have been in existence since the
1950’s and much work has been done in the area. In particular, a group of
Irish and Russian mathematicians have done fundamental work on robust fi-
nite difference schemes for boundary value problems containing large and small
coefficients. For more information, see de Allen 1955, Doolan 1980 and Farrell
2000.

4.1 Notation and some Classical Finite Difference Schemes

Our aim is to approximate (16)-(18) by finite difference schemes. To this end,
we divide the interval [A, B] into the sub-intervals

A=xg<z1<...<2;5=B

and we assume for convenience that the mesh-points {z; }3’:0 are equidistant,
that is

.’Ej:l'j,1+h, jzl,..., J(h:L_A)

13



Furthermore, we divide the interval [0, 7] into N equal sub-intervals
O=th<ti <...<ty=T
where
ti=tan1+k, n=1,...,N (k=%)

(It is possible to define non-equidistant mesh-points in the x and ¢ directions
but doing so would complicate the mathematics and we would be in danger of
losing focus.)

The essence of the finite difference approach lies in replacing the derivatives in
(16) by divided differences at the mesh-points (z;,t,) We define the difference
operators in the z-direction as follows:

Dyuj = (wjpr —uj)/h, D_uj = (uj —uj—1)/h
Douj = (ujy1 —uj—1)/2h, DyD_uj = (ujp1 — 2uj +uj1)/h?

It can be should by Taylor expansions that D, and D_ are first-order approxi-
mations to 6% while Dy is a second—0r2der approximation to %. Finally, D, D_
0

Ox?

We define approximations to % in section 5.

We now consider the following two-point boundary-value problem (TPBVP):
find a function u such that

is a second-order approximation to

d*u du .
UﬁJrQ% =0 in (0,1)
u(0)=1, u(l)=0 (25)

We assume that o is a positive constant for the moment. We now replace the
derivatives in (25) by their corresponding finite differences in order to produce
the following finite difference method: find a mesh-function {U; };-]:11 such that

oD D_U; +2DyU; =0, j=1,...,J—1
Uy=1, U;=0 (26)

Scheme (26) is sometimes called the divided difference scheme and it is a stan-
dard way to approximate convection-diffusion equations. In particular, many
risk authors use it to approximate the Black-Scholes equation. We now show
that (26) does not always produce good results!

It can be checked that the exact solution of (25) is given by

—2z/0 __ 6—2/0'

e
R @
It can also be checked that the exact solution of (26) is given by
. 1—h/o
R Ji_\J 1— J h — 2
Uj=N-=-X)/Q-X), where A T hio (28)

14



(see Farrell 2000 for more details).
Let us now assume that o < h in equation (28). This means that A < 0 and thus
A is positive or negative depending on whether j is even or odd! Furthermore,

lim Uy = (<1 + 1)/2

Hence Uj oscillates in a bounded fashion for all o satisfying o < h We thus
conclude that centred finite difference schemes are unsuitable for the numerical
solution of problem (25) when o < h. It can even be shown that this difference
scheme produces a solution that goes to infinity as ¢ — 0 tends to zero (see
Farrell 2000, page 18). This very simple one-dimensional example leads us to
conclude that similar problems will (and are) experienced with standard recipe-
type methods (for example, as used in Press 1989). Thus, we rule out these
schemes as a viable option for solving generalised Black-Scholes equations.

Is there hope? As an alternative to centred divided differences we could approx-
imate (25) by so-called upward finite difference schemes:

oD,D_U; +2D,U;, j=1,...,J—1
Upy=1, U;=0 (29)

The solution of (29) is given by

M=\ 1
UVi=qw A= 1+ 2
We note that
N — )\J o
Uy —u(xy) = LA

1—XN  1—¢7

where u = u(x) is the solution of defined by (29). We now set ¢ =1 and we let
N — oo. Then

1
Uy —u(x) = 3~ e % =0.197998

This means that the maximum pointwise error is 20% no matter what the size of
h is. This is clearly unacceptable! Our conclusion is as follows: centred divided
or one-sided difference schemes will result in either spurious oscillations and/or
an inaccurate solution. The situation is no better with classical finite element
schemes and we rule them out as well (for a discussion of fitted finite element
schemes see Tkeda 1983 and Topper 2000 for results on the application of finite
element packages to the solution of exotic options).

4.2 A new Class of Robust Difference Schemes

We now introduce the class of exponentially fitted schemes for general two-
point boundary value problems and we apply these schemes to the Black-Scholes
equation. We lay the foundations for the rest of this article here.

15



Exponentially fitted schemes are stable, have good convergence properties and
do not produce spurious oscillations. In order to motivate what an exponentially
fitted difference scheme is, let us look at the slightly more general TPBVP:

o t+pu—=0 in (A, B)
u(A) = fo, w(B) =75 (30)

Here we assume that o and p are positive constants. We now approximate (30)
by the difference scheme defined as follows:

O'ijLD,Uj-l-/J,DQUj :0, jzl,...,J—l
Uo=Bo, Us=0 (31)

where p is a so-called fitting factor (this factor is identically equal to 1 in the case
of the centred difference scheme (26)). We now choose p so that the solutions
of (30) and (31) are identical at the mesh-points. Some easy arithmetic shows
that

wh

wh
= — coth —
P= 95 s

where coth x is the hyperbolic cotangent function defined by
e +e % 6290 +1
eT —e—v 2 _ ]

cothx =

The fitting factor will be used when developing fitted difference schemes for even
more general TPBVPs. In particular, we discuss the following problem:

2u U
o(a) T+ ) T+ by = f(2)
u(A) = fo, w(B)=p (32)

where o, u and b are given continuous functions, and
0<o(x), plr)>a>0, blx) <0 for z € (A, B)
The fitted difference scheme that approximates (32) is defined by:

Up = po, Ur=p (33)
where
h_ Mih piih
v; = —— coth =—
J 2 20']'
oj=o(x;), pj=p(x;), bj=>b(z;) (34)

We now state the following fundamental results (see II’in 1969, Doolan 1980,
Duffy 1980).

16



Theorem 4 (Uniform Stability)
The solution of scheme (33) is uniformly stable, that is

1 .
Uj| < 1Bol + 1] + —mazp=r,..slful, §=1,....J =1

Furthermore, scheme (33) is monotone in the sense that the matriz representa-
tion of (33)
AU = F

where U =4YUy,...,U;_1), F=f1,...,f-1) and

0
Gj,5+1
A= aj.
aj,j-1
0
h
aji—1= Z—é - /2% >0 always
2~
aj; = —% +b; <0 always
ajjs1 = % + /2% >0  always (35)

produces positive solutions from positive input.

Sufficient conditions for a difference scheme to be monotone have been investi-
gated by many authors in the last 30 years; we mention the work of Samarski
1976 and Stoyan 1979. The latter author has used several various fitting factors:

po=0"{1+¢*/(1+]a)}

pr=(1+¢*)"?

p2=0""(7) (36)
where v is the fitting factor in (34).

Stoyan also produced stable and convergent difference schemes for the convection-
diffusion equation producing results and conclusions that are similar to the
present author’s work (see Duffy 1980).

Theorem 5 (Uniform Convergence)
Let w and U be the solutions of (32) and (33), respectively. Then

u(z;) — Us| < Mh
where M is a positive constant that is independent of h and o.

The conclusion is that fitted scheme (33) is stable, convergent and produces
no oscillations for all parameter regimes. In particular, the schemes ’degrades
gracefully’ to a well-known stable schemes when o tends to zero.

17



5 Robust Finite Difference Methods

This section builds on section 4 by constructing fitted difference schemes for
the convection-diffusion equation in general and the Black-Scholes equation in
particular. Our tactic is to discretise in the space (or underlying) direction
first, thus producing a system of ordinary differential equations (ODE). Having
done that, we use two-level time-stepping (for example, Crank Nicholson) to
discretise the ODE. The resulting linear system of equations can then be solved
using standard matrix analysis at each time level.

We discuss a specific difference scheme that was proposed in Duffy 1980 and
we state the main results concerning its stability and convergence properties.
Finally, we discuss how the fitted scheme degrades gracefully to a well-known
scheme when the coefficient of the second derivative tends to zero.

5.1 Semi-discrete Schemes

We define a semi-discrete scheme as one where the x (or S) direction is discre-
tised while the time direction is continuous. We thus replace the xz-derivatives in
(16) by their corresponding divided differences. The corresponding semi-discrete
scheme is:

U
—— F 06 DeD-Uj+ Doy +b;U5 = f, j=1,....J =1, t€(0,T)
Uo=g0, Us=n

Ui =¢p g=10. 7 =1 (37)

This scheme can be written as a linear system

dau
—— 4+ AU =F
ar + AU

U(0) = Uy (38)

Here U is the unknown vector *(Uy,...,U;_1),Uy = ‘(p1,...,05-1) and F is
the vector of right-hand side coefficients (note that this incorporates the bound-
ary conditions) and the matrix A is given by equation (35).

We assume that A and F' are independent of time in section 5.1 anf 5.2. In
section 5.3 we deal with time-dependent coefficients.

We are interested in studying the stability of the system (38) as a function
of the right-hand terms and initial conditions. To this end, we must examine
the properties of the matrix A as defined by (35). We say that A is irreducible
if its directed graph is strongly connected. An equivalent statement is that A
has non-vanishing off-diagonal elements. We say that A is an M-matrix (with
a;j < 0Vi# j)if A is non-singular and a sufficient condition for A to satisfy
A~Y > 0is that a;; <O0Vi # j and a;; >0, i =1,...,J —1 (for a proof see
Varga 1962).

18



Theorem 6 (Limit Theorem)
Let A be an irreducible M matriz having n rows and n columns. Then the unique
solution of (38) is uniformly bounded in norm for all t > 0 and satisfies

lim U(t) = A™'F

t—oo

Corollary 2 The semi-discrete scheme (38) based on the de Allen/Southwell/Il’in
fitting operator satisfies the conditions of Theorem 6.

Proof: See Varga 1962.

We are interested in determining the conditions under which spurious oscil-
lations occur in the semi-discrete scheme (38). Most of the problems are caused
by the eigenvalues of A.

Definition: A real matrix @ = (g;;) is said to be essentially positive if ¢;; > 0
and @ is irreducible.

Theorem 7 Let Q be an essentially positive matriz. Then @ has a real eigen-
value A\(Q) such that

1) there exists an eigenvector x > 0 corresponding to A\(Q)
2) If v is another eigenvalue of Q then Rea < A\(Q)
3) MQ) increases when an element of ) increases

Theorem 8 (Asymptotic behaviour)
Let Q be an n x n essentially positive matriz. If A(Q) is the eigenvalue of The-
orem 7 then

llexp (tQ)|| < K exp (tA(Q)), t — oo

where K is a positive constant independent of t.

Thus A\(Q) dictates asymptotic behaviour of ||exp (¢tQ)]| for large t.

Definition: Let QQ be essentially positive. Then Q is called:
Supercritical if A(Q) > 0

Critical if \(Q) =0

Suberitical if M(Q) <0

We now consider the problem

%] = QU(t) +r in (0,T)
U(0) = Uy (39)

19



Theorem 9 (Asymptotic behaviour of solution)
Let Q be essentially positive and non-singular. If Q is supercritical then for a
given initial vector Uy the solution of (39) satisfies

tlim U(®)]]| = oo.

If Q is subcritical then U(t) is uniformly bounded in norm for all t > 0 and
satisfies
lim U(t) = —Q 'r.

t—o0

We thus see that it is necessary to have negative eigenvalues if we wish to ensure
stable asymptotic behaviour of the solution of (39).

We give an example in the scalar case to motivate Theorem 9. Consider the
simple initial value problem

du fr >0
— =qu-+r
=

u(0)=A

where q and r are constant. By using the integrating factor method, we can
show that the solution is given by

u(t) = Aett — Z[1 — 7]
q

Thus, if ¢ < 0 (the subcritical case) we see that
lim u(t) = !

t—o0 q

while if ¢ > 0 (the supercritical case) it is unbounded.

Finally, if ¢ = 0 the solution is given by
u(t) = A+ rt (linear growth).

We now show how centred difference schemes produce supercritical matrices
(and hence can grow unboundedly in time). To this end, we take ¢ = 1, u
constant and f = b = 0 for convenience. The semi-discrete scheme in this case
is

dU;
—d—; + Dy D_U; + uDoU; = 0 (40)
or written in system form
du
where A = (a;;) with
- M
i1 =h?—
i1 2h
Qi = —2/h2
- H
pit1=hT 4
Qi 41 + o



It can be shown (see Lam 1976) that the eigenvalues of A are given by
Am = ai; + 2(ai,i—1ai,i+1)1/2 COS Prm, Pm =mm/J

and the corresponding eigenvectors are given by

m (ai,i—1)1/2 in(jom)
= —— sin(jom
Y; Gt Je
We thus see that the eigenvalues of A are in fact complex if a; ;1 < 0 It can be
shown that the qualitative similarity between the modes of the exact solution
(16) and the solution of (40) breaks down. This breakdown occurs when “7}‘ =1
(this is the so-called Reynolds number, see Morton 1996). On the other hand,
the eigenvalues of the de Allen/Southwell/II'in scheme are always real and are
given by
W ph
Am = —— coth —
op Ot
The corresponding eigenvectors are

at

’ coth ph — 1cos

Y" = e M/ 2 gin @,

(see Lam 1976)

5.2 Fully Discrete Schemes

We now discretise the scheme (38) with respect to time. To this end, we divide
the interval [0, 7] into N sub-intervals defined by

O=to<tr <...<ty=T(k=T/N)

We replace the continuous time derivative by divided differences. There are many
ways to do this and we only refer to some sources (Stroud 1974, Crouzeix 1975).
We concentrate on so-called two-level schemes. To this end, we approximate %,[
at some time level as follows

v U -
dt k

For the other terms in (38) we use weighted averages defined as follows:

, UM =Ul(ty)

™Y = (1 —9)o" + gpn+!

where 6 € [0,1]. The discrete scheme corresponding to (38) is now defined as
follows:
n+1 _ n
Sk p U aumt —
U° = U, (42)
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Some well-known special cases are now given.

0 = 0: the explicit Euler scheme
Un+1 _yn

- +AU™ = F (43)

0= %: The famous Crank Nicholson scheme

Un+1 _ Un

- + AU = F (44)

f = 1: The fully implicit scheme
Un+1 _yn
k

We are interested in determining if the above schemes are stable (in some sense)
and whether their solution converges as k — 0. To this end, we write equation
(42) in the equivalent form

+ AU = F (45)

Ut =Ccu"+ H (46)
where the matrix C is given by
C=(I—-kAG) NI+ EA(1-0))
and
H=—k(I -kAO)"'F

A well-known result (see Varga 1962) states that the solution of (38) is given
by U(t) = A7'F + exp(tA){U(0) — A=1F}.

So, in a sense the accuracy of the approximation (46) will be determined by
how well the matrix C' approximates the exponential function of a matrix. We
now discuss this problem.

Definition: Let A = (a;;) be an n X n real matrix with eigenvalues \;,j =
1,...,n. The spectral radius p(A) is given by

p(A) =maz|N;|, j=1,...,n

Definition: The time-dependent matrix T'(¢) is stable for 0 < ¢ < T'if p(T'(¢)) <
1. Tt is unconditionally stable if p(T(t)) < 1 for all 0 < ¢t < oo. We now state
the main result of this section (see Varga 1962, page 265).

Theorem 10 Let A be a matriz whose eigenvalues \j satisfy 0 < a < Re; <
6 Vji=1,...,n. Then the explicit Euler scheme (43) is stable if

2Re \;
OSk’Smin{)ﬂ;}, 1<j<n (47)
J

while the Crank Nicholson scheme (44) and fully implicit scheme (45) are both
unconditionally stable.
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Definition: The matrix T'(¢) is consistent with exp(—tA) if T(t) has a matrix
power development about ¢ = 0 that agrees through at least linear terms with
the expansion of exp(—tA).

The schemes defined by (43), (44) and (45) have matrices that are consistent
with the exponential function.

Having determined that the discrete schemes are stable and consistent we are
then able to deduce that their solution converges to the exact solution of (38)
as k — 0. This is the famous Lax equivalence theorem.

Summarising the steps so far, we approximate parabolic initial boundary value
problems in two stages:

Discretising in the spatial direction
Discretising in the time direction

Each discretisation strategy has its own pitfalls. For example, for small values
of o spatial discretisations can introduce spurious oscillations that induce non-
physical or 'non-financial’ solutions. The time-discretisation may also introduce
additional oscillations and these can be propagated in time. Together, spatial
and temporal oscillations can lead at best to physically unacceptable solutions
and at worst to numerical overflows. These problems have been known for at
least 30 years.

5.3 The Fitted Scheme in more detail: Main Results

The previous two sub-sections described semi-discrete and fully discrete schemes,
respectively. The approach is vector-based in the sense that the semi-discrete
scheme is described by a vector system of ordinary differential equation while the
fully-discerete scheme is described by a matrix system. It is possible however,
to discretise the system (16)-(18) in both directions simultaneously and this is
the approach that we describe here. In particular, we describe an exponentially
fitted scheme in the space direction and fully implicit discretisation in the time
direction. The results are based on Duffy 1980 where the main theorems are pro-
posed and proved and these results hold for coefficients that depends on both =
and t.

We discretise the rectangle [A, B] x [0,T] as follows:

A=xo<z1<...<25=B (hz.%‘j—l‘j,l)

O=to<tr1 <...<ty=T (k=T/N)

Consider again the operator L in equation (16) defined by
2

 Ou 0°u Ju
Lu = —E + U(Ivt)@ + H(l”vt)% + b(l‘,t)u
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We replace the derivatives in this operator by their corresponding divided dif-
ferences and we define the fitted operator L} by

urtt —ur
LU} = ===+ 9 Dy DU 4 i T DU+ b U7 (48)
Here
ap?“ = (xj,tpy1) in general
and +1 n+1
Y= 5 cot Py
J

Having defined the operator L§ we now formulate the fully-discrete scheme that
approximates system (16)-(18):

Find a discrete function {UJ'} such that

LUF = f* j=1,...,J-1,n=0,...,N—1
Ul =go(tn), U} = g1(tn),n=0,...,N
U =op(x;),j=1,....,0 1 (49)

This is a two-level implicit scheme. We wish to prove that scheme (48) is stable
and is consistent with (16)-(18). We prove stability of (48) by the so-called dis-
crete maximum principle instead of the somewhat limited von Neumann stability
analysis. The van Neumann approach is well known but the discrete maximum
principle is more general and easier to understand and to apply in practice. It
is also the de-facto standard technique for proving stability of finite difference
and finite element schemes (see Morton 1996, Farrell 2000).

Lemma 1 Let the discrete function w? satisfy LZwJ” < 0 in the interior of the

mesh with wi > 0 on the boundary T'.

Then wi > 0,Vj=0,...,Jin=0,...,N.

Proof: We transform the inequality L} < 0 into an equivalent vector inequal-
ity. To this end, define the vector U™ = *(U}',...,U%_,). Then the inequality
LZw;L < 0 is equivalent to the vector inequality

where

An

I
<3

24



5= (- G+ )

It is easy to show that the matrix A™ has non-positive off-diagonal elements,
has strictly positive diagonal elements and is irreducibly diagonally dominant.
Hence (see Varga 1962 pages 84-85) A™ is non-singular and its inverse is positive:

(A" =0

Using this result in (50) gives the desired result.
Lemma 2 Let {U}'} be the solution of scheme (49) and suppose that

maz|Uj'| <m on T

maz|fj'] < N in
Then

maz;|U}| < —% +m in Q

Proof: Define the discrete barrier function

wi = —% +m+ U}
Then wj > 0 on I'. Furthemore,

Liw} <0
Hence w? > 0 in @ which proves the result.

Theorem 11 (Uniform Convergence)
Let u(x,t) and {U'} be the solutions of (16)-(18) and (49), respectively. Then

lu(zj,tn) — US| < M(h+k) (51)
where M is a constant that is independent of h,k and o.

Remark: This result shows that convergence is assured regardless of the size of
o. No classical scheme (for example, centred differencing in « and Crank Nichol-
son in time) have error bounds of the form (51) where M is independent of h, k
and o.

Summarising, the advantages of the fitted scheme are:

It is uniformly stable for all values of h,k and o.

It is oscillation-free. Its solution converges to the exact solution of (16)-(18). In
particular, it is a powerful scheme for the Black-Scholes equation and its gener-
alisations.

It is easily programmed, especially if we use real object-oriented design and
implementation techniques.
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5.4 Graceful Degradation

We now examine some ’extreme’ cases in system (49). In particular, we examine
the cases

(pure convection/drift) o — 0
(pure diffusion/volatility) p — 0

We shall see that the ’limiting’ difference schemes are well-known schemes and
this is reassuring. To examine the first extreme case we must know what the
limiting properties of the hyperbolic cotangent function are:

wih wih

li ? — lim ~Z— coth -2
al—%fy] o’% 2 0 QU;L

We use the formula
. ih /Lh_ +1lif u>0
Jim =5 COthza_{ 1ifu<0

Inserting this result into the first equation in (49) gives us the first-order scheme

Un+1 —_yn (UnJrl _ UnJrl)
n>0, — J - J+‘u J+1h J +b§l+1U;L+1:f;L+l

Uﬂ+1 _ Un (U’ﬂ“rl _ U’n—+1>
J J J - Jj—1 +b?+1U;L+1 :fjn+1

p<0, — 3 +
These are so-called implicit upwind schemes and are stable and convergent
(Duffy 1977, Dautray 1993). We thus conclude that the fitted scheme degrades
to an acceptable scheme in the limit. The case p — 0 uses the formula

lim xcothx =1

r—

Then the first equation in system(49) reduces to the equation

uptt —un
-+ o D DU U = i

This is a standard approximation to pure diffusion problems and such schemes
can be found in standard numerical analysis textbooks (see for example, Press
1989).

These limiting cases reassure us that the fitted method behaves well for ’extreme’
parameters values.

5.5 An explicit Time-Marching Scheme

It is interesting to investigate the use of fitting in combination with explicit time
marching. We do not expect the corresponding scheme to be unconditionally
stable. The scheme is:
yrtlt _pn
J J n n n n nyim __ fn
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Rearranging terms in (52) gives
n+l _ Anyrn nrrn nyrin
Uj™ = AjUj + BiUS + G U (53)

where " N N
L S N

n 7;1 ,LL;L n —1
A=ty BER g Gy
If each of the coefficients A;P, B and C7' are non-negative then the right-hand
side of (53) will be positive, thus leading us to the conclusion that U ;“H > 0.
In this case B;‘ >0 if

2%
—1 J
k= — T2 2 0
or n n
Hy Hj
—— < tanh —%*— 54
h — an 207 (54)

Inequality (54) is a variation of the famous Courant-Friedrichs-Lewy (CFL)
condition. If we let ¢ — 0 in (54) the limiting case of (54) becomes

n
|k
|J‘ <

1
hoS

which is precisely the CFL condition for first-order hyperbolic equations! The
corresponding reduced scheme is called the explicit upwind scheme (see Dautray
1993, page 99):

n+1 n

pso, — ZU k_Uj +M(L+1h_U}L):0
yrtl _pn Ur —yr

1< 0, ,%JFLL(JTH):O

Again, these are reassuring results.

6 Approximating the Greeks

We now investigate how to approximate the derivatives of the solution of the
system (16)-(18). These quantities are called the sensitivities or ’greeks’ and the
most important ones are:

Delta A
Gamma I'

These quantities are needed when we wish to reduce the sensitivities of a port-
folio or an option to the movements of the underlying asset.

In general, the payoff function is continuous but its derivatives are discontinu-
ous. We suspect that divided difference approximations to A and I' may give
problems. In particular, we suspect that things go wrong when the stock price
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is close to the exercise price (’at the money’). In fact, numerical experiments
show that the Crank Nicholson scheme gives oscillating solutions for the delta
and gamma when the option is at the money while no such oscillations occur
with the fitted schemes. These were calculated by the following formulas:

A ~ (C;'l-i—l — C;L_l)/2h, h = Sj+1 — Sj
L (), —2¢) +c}))/h° (55)

where ¢} denotes the value of the option price at grid point S; and at time level
tn.

We know that A and I' oscillate in the case of the Crank Nicholson scheme
for smaller values of the volatility or for large values of the interest rate. The
Dulffy fitted scheme approximates A well although we see some "flattening’ and
dispersion in the approximation to I'. The problem of approximating the greeks
in the case of mixed or even Neumann boundary conditions becomes even more
challenging that in the case of Dirichlet boundary conditions because we must
approximate one-sided derivatives at the boundaries (see Topper 2000 for a
discussion of this problem). The most general case is:

0 02 0
— o+ oses Husc+be=f. (St) € (4,B)x (0.7)
(56)
u(S,0) = g(S), S € (4,B)
auc(A4,1) + 10 5 (B,0) = ol0)
ﬁoC(B, t) + ﬁld%(B, t) =g (t) (57)

It is possible to approximate (56) by standard finite difference schemes (see
Wilmott 1993) but instead of discussing this approach we write (56) as a system
of first-order equations as follows:

Oc oV
—aa—kaﬁ—ku‘/—kabc:cff
oc
U% = V
c(S,0) = g(9)
C!()C(A,t) + O[1V(A,t) = g()(t)
Boc(B,t) + B1V(B,t) = gi(t) (58)

Our aim is to approximate both ¢ and V' and having done that we will have
values for both the option price and its delta! Furthermore, we do not have to
worry about approximating the derivative quantities at the boundary conditions.
A robust and simple scheme for approximating (58) was proposed by Herbert
Keller (see Keller 1970) and it is based on a so-called control element in which
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the derivatives with respect to S and ¢ are approximated.

Let us assume (for convenience only!) that o and p are constant, that f =0, b =
0 and that ag = By = 1, a1 = 1 = 0 (the most general case is discussed in
Keller 1971). Define the quantities

n 1 n n
12 = 5(53' +5744)

and
1
tn:l:l/Z = §(tn + tnil)
1
Cgil/? - §(Cj +Cji1)
nt1/2 1, o i
¢ =5(q + ¢ )

-
o

S =3

I
> =

D

Q
<
I

+
+
t
The so-called Keller box scheme is defined as

—oD{ ¢}y + UD;-ernH/z v =0

j+1/2
4+ n __ n
oD ¢} = Vj+1/2

uo(t) = go(t) | . _ _
U3(t)=g(i(t) }j—l,...J 1 (59)

The advantages of this scheme have been documented in Keller 1970 and Lam
1976. The main ones are:

- it has second order accuracy

- it is unconditionally stable

- the data and coefficients need only be piecewise smooth (as is the case in op-
tion modelling)

- it is A-stable (that is, if the exact solution decays in time then so does the
numerical solution)

- it is easy to program

The motivation for (59) can be given by discretising (58) in the space direc-
tion first, by centred differencing and then in ¢. We finish this section with a
discussion of the semi-discrete scheme for (58). This is given by

de;
+1/2
—g 1Tz /

dt +O'D+‘/j+,u/‘/j+1/2:0, ]2077‘]_1 (60)
O'D;_C;»L = j”+1/2
cj(O):g(Sj), jZO,...,J (61)
co(t) = go(t) } :
—1,...,J-1 62
es(t) = gn(t) J7 (62)
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We now combine the terms in (60) to give a system of ODEs which will be shown
to be A-stable. To this end, we need some preliminary results whose proofs are
easy.

Lemma 3

(a) DoV; =0DyD_c;
(b) Vj+1/2+Vj,1/2=20'DQCj j=1,...,J-1
(¢) DiVj+DyViy =2DoV;

We now write (60) at two consecutive mesh points S; and S;_; and add the
results to give

d
—oo A2+ ey} + oDV + DiViea} + {Vieayz + Vioaja} = 0

Using the above lemma we see that the above equation can be written as

1d

Z%(Cj_l —+ 2Cj —+ Cj+1) —+ O'D —+ D_Cj —+ ILLDQC]‘ = O

Finally, this equation is written as a system of ODEs

dU
where
2 1 0
c=|!
PR
0 1 2

and the matrix A is already known. If we use fitting in (63) we see that the
system is unconditionally stable. Similar conclusions can be found in Lam 1976.
The inverse of the matrix C' is called the mass matrix and it occurs in many
finite element approximations to boundary value problems. We can view (63)
as a 'weighted’ version of (38).

To conclude this section, we see the advantages of the box scheme for risk
as follows:

- it has second order accuracy in both the option price value and its

- it can handle discontinuous coefficients (e.g. when the option is at the money),
a situation that often arises in valuation theory

- it can handle Neumann and Robins type boundary conditions

- it resolves many of the oscillation problems that are experienced with the
Crank Nicholson method (see Lam 1976)
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7 Numerical Results and Coding

We now discuss how the fitted and classical numerical schemes in this article
are implemented.To this end, we have programmed solutions in C++. This is
an object-oriented language and it is a de facto standard in many branches of
finance. But before we are able to write C++ code we must transform the nu-
merical schemes into lower-level entities. In particular, there are a number of
requirements:

Reliability: we need a guarantee that the schemes are mapped accurately to
C++ and that no logic errors are made during the mapping. This is achieved
by modelling entities (for example, a partial differential equation or an ODE
as a C++ class). Documentation is based on the Unified Modeling Language
UML) (see Booch 1999).

Flexibility: All parameters, boundary conditions, matrix solvers and so on can
be configured at run-time or start-up time. Thus, there is as little hard wiring
as possible in the code. This level of flexibility is achieved by the use of the
popular design patterns (see Gamma 1994).

Understandability: It must be possible to adapt and extend the code in a matter
of days rather than weeks or months. We used 'flat’ C code in the past but this
approach was not satisfactory because of the length of time it took to get a pro-
gram up and running and the problem of code comprehension due to the large
‘cognitive gap’ between problem space (in this case two-point initial boundary
value problems) and the solution space (C code).

For output, we have use the popular spreadsheet Excel for two-dimensional
representation and OpenGL for three-dimensional representation. In order to
test and compare our schemes, we looked at the following scenarios:

Scenario 1: Calculating the option price using the exact solution, Crank Nichol-
son and fitted schemes for 'normal’ values of the volatility and interest rate

fig A -

Here we take T'= 1,0 = 0.2, K = 100, = 0.06.
Here we see that both Crank Nicholson and fitted methods approximate the
exact solution well.

However, small oscillations do exist in the Crank Nicholson scheme although
they are not visible for small and medium values of the underlying S. It can
be shown experimentally that the approximate solution from CN oscillates at
large values of S. The solution oscillates wildly. This phenomenon has also been
experienced with CN when applied to fluid mechanics problems. What is the
reason for this oscillatory behaviour? The reason is that CN is only weakly
stable (see Peaceman 1977, chapter 4) and this is closely related to so-called
numeric dispersion, in particular numerical dispersion acts to stabilize the dif-
ference equation. In general, positive dispersion is associated with stability while
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negative dispersion is associated with instability. The CN scheme has zero nu-
merical dispersion!

We note that the classical fully implicit scheme (no fitting), that is discrete
scheme (45) has good dispersion properties. Scenario 2: Calculating the option
price using the exact solution, Crank Nicholson and fitted schemes for ’extreme’
values of the volatility and interest rate. In particular, we investigate the accu-
racy when the volatility is small and the interest rate is large

— figB——

The coefficients are the same as with scenario 1 except o = 0.001.

Here we see that the Crank Nicholson oscillates for large values of the under-
lying. The oscillations are present for smaller values of the underlying but they
are magnified. This is because the Crank Nicholson method is neutrally stable.

Scenario 3: Calculating the values of the greeks using the exact solution, Crank
Nicholson and fitted schemes for 'normal’ values of the volatility and interest rate

fig C

Here we see that both Crank Nicholson and fitted methods approximate the
delta and gamma well.

Scenario 4: Calculating the values of the greeks using the exact solution, Crank
Nicholson and fitted schemes for ’extreme’ values of the volatility and interest
rate. In particular, we investigate the accuracy when the volatility is small and
the interest rate is large.

fig D

Here we see that the Crank Nichsolson method produces bounded oscillations
solutions.

The spurious oscillations that arise in CN are pronounced when we approximate
delta and gamma. The oscillations occur when the option is ’at the money’ and
this strange behaviour is not well documented in the literature devoted to the
numerical solution of the Black Scholes equation. Another way to approximate
the option price and its delta to second-order accuracy is to use the Keller box
scheme (59). This scheme can also handle discontinuous coefficients (for exam-
ple, the derivative of the payback function when S = K).

Scenarion §5:0ur results compare favourably with binomial and trinomial meth-
ods and in fact outperform them in a number of respects. First, binomial meth-
ods consume a lot of computer memory because a lattice needs to be built for
each specific price of S. Furthermore, it is well known that the values from this
method oscillate in a ’yo-yo’ manner unless a large number of time intervals is
given. The trinomial method suffers from the same ills and is in fact equiva-
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lent to an explicit finite difference scheme, which by definition is conditionally
stable. Thus, there is a dependency between the physical parameters (such as
the volatility and drift) and the required number of time intervals. We prefer
implicit difference schemes. Our conclusion is that the trinomial method should
be complemented by robust difference schemes. They perform at least as well
as the trinomial method and are based on the work of mathematicians from the
last three centuries.

Some theoretical disadvantages and shortcomings of the binomial and trino-
mial methods in the author’s opinion are: 1) most methods (e.g. CRR, JR (see
Leisen 1996) are only first-order convergent. This means that convergence is
linear at best 2) many authors use the root-mean-square (RMS) as the test of
convergence even though it can be proved that such Euclidean norms are not
trustworthy in general (see Farrell 2000 for a counterexample). It is possible to
achieve high-order convergence by applying multi-step Runge-Kutta methods
to the semi-discrete scheme (38) 4) the binomial and trinomial assume that the
behaviour of the underlying S obeys some given distribution type. The general-
ized Black-Scholes equation and its finite difference approximations do not use
such assumptions (at least not explicitly).

8 Conclusions

We have presented a new finite difference scheme that approximates one-factor
Black-Scholes type equations. We have discussed its stability and convergence
properties in detail and numerical experiments have shown that it can compete
well with classical difference schemes. We summarise its main advantages as
follows:

Functionality and Accuracy: It can be applied to a wide range of non-constant
coefficient parabolic equations. We have shown that the method works for
Dirichlet boundary and the fitting factor technique can be applied to prob-
lems with mixed boundary conditions by rewriting the original equations as a
first-order system and then applying a ’fitted” box scheme. Higher order accu-
racy will be achieved by using Richardson extrapolation. The method produces
no spurious oscillations even in the limiting cases.

Performance: The method performs well but not always as well as the Crank
Nicholson method. This is due to the fact that the hyperbolic cotangent func-
tion needs to be calculated at each mesh point and time-level. We prefer the
finite difference method to finite element methods because it is easy to program.
Our opinion is that the finite element method is overkill for the current crop of
partial differential equations that model option behaviour (see Zvan 1998). It
has been shown that classical finite elements behave just as badly as classical
finite difference schemes when the volatility is small or when the drift is large
(see Ikeda 1983, Farrell 2000). However, classical methods perform well when
the parameters are not too small or too large and fitted methods may be too
expensive in such cases.However, if you want robustness you should use fitted

33



methods.

Reliability: The fitted method is extremely robust and we have proved both
mathematically and numerically that it always produces good results. It is more
reliable than Crank Nicholson. It is a vast improvement on more traditional
methods (such as the binomial and trinomial methods), both numerically and
mathematically.

Portability: The fitted method has been applied to two-dimensional steady-
state problems (see Farrell 2000) and the author is now involved in applying
the method to two-factor time-dependent problems (for example, Asian options
and bond pricing) using 'direct’, Alternating Direction Implicit (ADI) and split-
ting methods (see Yanenko 1971). These methods can be applied to multi -asset
modelling, and path-dependent problems.
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